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Abstract 

Currently, most of the links from Modelica models 

to real-time hardware platforms suitable for Testing 

and Validation are based upon non standard model 

exchange format, or rely on third party preprocessor. 

This paper describes the implementation of the Mod-

elisar Functional Mock-up Interface (FMI) support in 

NI VeriStand, a commercial software environment 

suitable for real-time testing applications. 

This paper presents the work conducted to imple-

ment the FMI Add-on for NI-VeriStand, which is 

available as a commercial product, and the process to 

make hardware in the loop simulation starting from a 

Model Based Development environment compliant 

with the FMI for Co-Simulation standard for model 

export and using it in NI VeriStand environment 

with National Instruments real-time hardware. 

Keywords: FMI; Hardware in the Loop; NI VeriS-

tand; Real Time Systems 

1 Introduction 

FMI stands for “Functional Mock-up Interface” [1] 

and is an open standard for model exchange speci-

fied in the ITEA2 Modelisar project [2]. The aim of 

this work is to enable NI VeriStand [3] to support the 

FMI standard for Co-Simulation. This in order to 

perform rapid-prototyping and hardware in the loop 

simulations using National Instruments hardware 

directly from Modelica models exported using the 

FMU standard. With the FMI Add-on it is possible to 

use FMU models in Windows and /or in National 

Instruments RT Targets like NI PXI [4] and NI 

CompactRIO [5]. 

In this paper, we will present: 

 A description of the activity carried out for 

the implementation of the FMI Add-on [6] 

for NI-VeriStand. 

 A detailed description of the steps that are to 

be performed in order to use FMUs in Na-

tional Instruments PXI RT Targets. 

 A validation test for the FMI Add-on per-

formed with Dymola [7] and National In-

struments PXI RT Target based on the de-

tailed model of a 6 dof manipulator. 

2 Scenario 

Using the FMI Add-on you can make MiL/SiL/HiL 

with NI VeriStand framework and all Model Based 

Design environments compliant with the FMI for 

Co-Simulation standard. Figure 1 shows a typical 

scenario of the automotive field where some control 

algorithms have been designed in Simulaink and 

LabView, and the car model has been modeled in 

Dymola. With the FMI add-on and NI VeriStand it is 

possible to deploy the plant model along with the 

control algorithms in several targets and perform 

HiL Validation for the whole system. 

 

 
 

Figure 1: Example of HIL scenario in the automotive 

field 
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3 NI VeriStand 

NI VeriStand is a software environment for configur-

ing real-time testing applications. NI VeriStand helps 

you configure a multicore-ready real-time engine to 

execute tasks that include the following: 

 Real-time stimulus generation 

 Analog, digital, and communication bus in-

terfaces 

 Real-time stimulus generation 

 Analog, digital, and communication bus in-

terfaces 

 Field-programmable gate array          

(FPGA)-based I/O interfaces  

 Calculated channels 

 Triggerable, multifile data logging 

 Event alarming and alarm response routines 

NI VeriStand can also import control algorithms, 

simulation models, and other tasks from NI Lab-

VIEW software and third-party environments. You 

can monitor and interact with these tasks using a run-

time editable user interface that includes many useful 

tools for value forcing, alarm monitoring, I/O cali-

bration, and stimulus profile editing.  

4 Co-Simulation 

Co-Simulation is an approach for joint simulation of 

models developed with different tools where each 

tool treats one part of a modular coupled problem. 

Intermediate results are exchanged between these 

tools during simulation where data exchange is re-

stricted to discrete communication points. 

Between these communication points the subsystems 

are solved independently. Figure 2 shows an exam-

ple of Co-Simulation where a complete system has 

been modeled using three different tools, and where 

each model uses is own numerical solvers and ex-

changes data thanks to the Co-Simulation master 

environment during the simulation.  

 

 
Figure 2:  Example of Co-Simulation scenario in the 

automotive field with Dymola, Simulink and Lab-

View 

5 Implementation 

5.1 FMU and Real Time Target 

Most Modeling and Simulation Environments 

compliant with the FMI 1.0 specification export an 

FMU file that contains an XML file and a Dynamic 

link library (dll) in order to maintain the intellectual 

properties of the model and the integrator algorithms. 

For this reason the first issue that arose in the de-

velopment of the FMI add-on was how to use the 

model compiled as dll on RT Target running an op-

erating system different from Windows. 

Most of National Instruments Real Time Targets 

use Phar Lap ETS as operating system. Phar Lap 

ETS is a dedicated real-time operating compliant 

with a subset of Windows Application Programming 

Interface (win32 API) [8].  

As consequence the dll included in the FMUs 

generated by the commercial modeling tools had to 

be checked against Phar Lap requirements.  

The first tool chosen was Dymola from Dassault 

Systèmes, whose FMU generation routines were 

modified by Dassault Systèmes development team in 

order to solve all compatibility issues. 

In order to check the compatibility of the dll in-

cluded into the FMU files, LabVIEW RT DLL 

Checker [10] has been used. Using this tool, dll gen-

erated by any commercial or free tool, together with 

hand coded and compiled ones must be tested in or-

der to check if they are compliant for Phar Lap ETS 

environments. 

   

 
 

Figure 3: LabVIEW RT DLL Checker window 

 

If an FMU model passes this test, it is suitable for 

its  use into RT Phar Lap Operative Systems such as 

National Instruments PXI platforms. 

The implementation that is been performed to use 

FMUs into NI VeriStand consists in a wrapper be-

tween the FMU specifications and NI VeriStand ap-

proach to process simulation models. 
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We used C/C++ code for the part that has to be 

deployed on RT target and C# language for interact 

with NI VeriStand interface for acquire user specifi-

cation for the model and the simulation. 

 

5.2 Co-Simulation Master and Slave 

NI VeriStand environment is a full featured Co-

Simulation platform working as master for the Co-

Simulation process. When several FMU’s and Co-

Simulation slave models exported using other model 

exchange formats, e.g. S-Functions, are imported 

into NI VeriStand, it works as master considering 

every imported model as slave. 

 

 
Figure 4: NI VeriStand logical schema during Co-

Simulation 

 

Data exchange between subsystems is restricted 

to discrete communication points. In the time be-

tween two communication points subsystems are 

solved independently from each other by their indi-

vidual solver. NI VeriStand controls the data ex-

change between subsystems and the time synchroni-

zation of all slave simulation solvers.  

A simulation model can be coupled if it is able to 

communicate data during simulation at certain time 

points.  

 
Figure 5: NI VeriStand logical schema during Co-

Simulation 

 

In NI VeriStand you can define the duration of 

the time step in which VeriStand will read the inputs 

and write the outputs. A time step is the atomic unit 

of time that all simulation tasks needed to be com-

pleted.  

6 Using FMU models on NI Real 

Time 

This section describes the process of validation for a 

model exported as FMU using an RT hardware plat-

form.  

First of all a general schema of the HIL scenario, 

depending on the system that needs to be validated 

has to be developed, see Figure 1. Once the HIL 

schema has been decided, the installation of the FMI 

Add-on must be done in each RT target that will host 

an FMU model, see Fig. 6. 

 

 
 

Figure 6: Installation of the FMI add-on on NI RT 

targets 

 

In order to setup the HIL system platform, each sub-

system model must be exported from the model 
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based environment in which it was developed.    

With the installation of the FMI add-on VeriStand 

will support fmu files in addition to dll, lvmodel, mdl 

and out files (Fig. 8) . It has to be highlighted that 

FMU models must be compliant with the FMI for 

Co-Simulation 1.0 standard. Fig. 7 shows a Dymola 

model exported with the FMI standard. 

 
Figure 7: FMU for Co-Simulation model export from 

Dymola 

 

After each sub-model has been exported, it must be 

imported into NI VeriStand, using the NI System 

Explorer as shown in Fig. 8. 

 

 
Figure 8: FMU model import using the NI System 

Explorer 

 

Once the models have been imported into VeriStand, 

connections must be configured in order to map  

hardware acquisition boards I/O with model va-

riables.   

After System Explorer configuration a suitable 

workspace can be configured into NI VeriStand in 

order to control inputs and visualize the outputs in 

real-time, see Fig. 9. Finally the deployment on the 

targets will be performed automatically by VeriStand 

and users can use their system models in HIL. 

 

 
Figure 9: NI VeriStand workspace with custom 

scopes 

7 Test and validation of the FMI 

add-on 

In order to test the performance and validate the re-

sults of the HIL simulations performed on RT targets 

using FMU models, a detailed model of a six dof 

mechanical manipulator has been chosen as a test 

case. The model of the physical system is a version 

of the Modeli-

ca.Mechanics.MultiBody.Examples.Systems.RobotR3

.fullRobot that can be found in the Modelica Stan-

dard Library, modified using Dymola, see Fig. 7. 

The original model has been modified adding one 

real input for each degree of freedom of the manipu-

lator as reference angle for the motion of the electric 

drives. The new model can be controlled by external 

sources in real-time. We used also two simple con-

trol algorithms developed, one in Simulink and the 

other one in LabView, to control two of the inputs of 

the System. The purpose of this two control algo-

rithms was to demonstrate the capabilities of this 

methodology and the scalability of the system archi-

tecture. 

7.1 The system architecture 

The architecture used to validate the system is shown 

in  Fig. 10, and consists in three models exported in 

different formats from different tools that will be 

executed together exchanging data in real-time on a 

NI PXI-8196 Phar Lap RT target.  

The target has been configured into VeriStand using 

the System Explorer, as shown in Fig. 11. Two dif-

ferent validation campaigns have been performed, 

the first using Windows and the second using Phar 

Lap on NI PXI-8196 as targets. 
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Figure 10: System architecture for the Validation 

experiment 

 

Thanks to the Dofware FMI add-on, the FMU model 

was loaded into VeriStand and the depvs file, needed 

for the deployment of the project into the target, au-

tomatically generated.  

Thanks to the support of National Instruments devel-

opment team it was possible to grant the best user 

experience in VeriStand to FMU importers. In fact 

the FMI add-on was developed in a way so that the 

import process in VeriStand is now the same for 

every model exchange format, as shown in Fig 11. 

 
Figure 11:  Import of different external models using 

the system explorer 

 

It is important to note that model parameters im-

ported using the FMU format must to be set in the 

modeling environment before the export phase. This 

is because the FMI specification does not allow pa-

rameter tuning during the simulation phase but only 

before the initialization phase of the model and this 

cannot be done into VeriStand. For this reason all the 

parameters of the model that need to be tunable dur-

ing the HIL validation tests have to be modified and 

changed into inputs before the FMU generation. Still 

the parameters of the imported models can be seen in 

the system explorer as shown in Fig.12.  

This issue will be more likely solved with the next 

release of the FMI specification that will allow pa-

rameter tuning during runtime simulations. 

 

 
 

Figure 12: Model parameters explorer into VeriStand 

 

To finish the setup phase of the system architecture, 

the I/O of the all models must be coupled together 

using the System Configuration Mappings editor in 

VeriStand, see Fig. 13, and with physical I/O of the 

target, see Fig. 14. 

 

 
 

Figure 13: System Configuration Mappings editor in 

VeriStand, I/O of the models are coupled together 
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Figure 14:  System Configuration Mappings editor in 

VeriStand, I/O of the models are coupled with physi-

cal I/O of the DAQ systems 

 

VeriStand will drive the Simulation, thus the time 

step along with the execution order of the real time 

task models have to be set into the NI tool. 

It is important to note that the solver’s time steps of 

the single slave models must be smaller than the 

sampling time of the master device. It is also impor-

tant to note that the execution time of a single time 

step of each single slave model must be smaller than 

the allocated running time in VeriStand, or the simu-

lation will be shut down.  

The allotted running time is determined by the inte-

raction of your models and the hardware in your sys-

tem. In fact VeriStand must complete all tasks in 

addition to the ticking of the models, such as input 

data processing and output data returning. The num-

ber of inputs and outputs in the system might in-

crease the time that has to be allot for a time step. 

Moreover if the system includes multiple models, all 

of your models might need to perform a task during 

each given time step. 

7.2 I/O Monitoring and validation results 

At this point we are able to deploy the project into 

the target, i.e. all FMU resource files are copied to 

the target accordingly to the depvs files and the si-

mulation can begin.  

Once the simulation is running, the simplest way to 

monitor the state of the outputs is to develop a cus-

tom workspace into VeriStand, see Fig. 15. The 

workspace can include scopes for the model va-

riables and interactive controllers for input and pa-

rameter real-time tuning. 

 
Figure 15: NI VeriStand workspace developed to 

control the manipulator model 

 

Fig. 16, 17, 18 and 19 show the simulation results in 

terms of reference angles and simulated angles for 

each axis of the manipulator. The results are com-

pared to the ones obtained simulating the same sys-

tem entirely in Dymola. We can note that the simula-

tion results in Dymola are matching with the ones 

obtained in VeriStand using both windows and NI 

PXI targets. It has also to be noted that there are 

some little differences from the results obtained in 

Dymola and the ones obtained in the PXI target gen-

erated from the “errors” introduced by different 

solvers and by logger used to save the output results 

and the limited resources of the PXI that generated 

data losses in the communication between the sub-

model units and the master sample time. The data 

logger was added as a custom device in VeriStand, 

and is capable of saving the output data on the file 

system using a fifo.  

 

 
Figure 16: NI VeriStand with PXI target Vs Dymola 

benchmark 
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Figure 17: NI VeriStand with Windows target Vs 

Dymola benchmark 

 

 
Figure 18: NI VeriStand with Windows target Vs 

Dymola benchmark 

 

 
Figure 19: NIVeriStand with PXI target Vs Dymola 

benchmark 

 

 

 

 

 

8 Conclusion 

Thanks to the development of the FMI add-on for 

NI VeriStand a tool chain can now be defined to per-

form HIL simulation for control validation on NI 

hardware platforms starting from Modelica based 

models. 

The tool chain has been validated against simula-

tion results obtained in Dymola on a detailed system 

model divided into sub-systems in order to validate 

also the data communications between sub-models 

during the HIL tests. NI VeriStand present the possi-

bility to use an external solver, so we created an ad-

don also for FMI for model-exchange. We success-

fully tested it also on Phar Lap OS, but so far very 

few solvers have been implemented (Euler and 

Runge-Kutta). This solution gave us good results for 

simple models, but has still to be improved in order 

to implement solvers capable of efficiently handle 

complex models. 

 

An important milestone on the roadmap of the 

FMI add-on will be the compatibility upgrade with 

respect to the FMI 2.0 specification. In this way no 

more modifications will be needed in order to tune 

the parameters of the Modelica models during HIL 

validations. 
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