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Abstract

Discretization schemes suitable for gas dynamics are
reviewed and applied to the declarative concepts of
Modelica. Here, a suitable connector definition is in-
troduced to enable both robust simulation and higher-
order schemes, which require larger stencils than typ-
ically available on established thermo-fluid dynamics
connectors.
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1 Introduction

System-level simulation of thermo-fluid dynamics us-
ing Modelica is a wide topic yet relatively mature.
Several authors present applications using the lan-
guage in various technical domains. For instance,
Casella [3, 4] considers power plant simulation, Pfaf-
ferott [20], Tummescheit et al. [36], Richter [24],
and Prölß [21] study applications in sub-critical vapor
compression cycles, Casas [2, 1] addresses air condi-
tioning using desiccant assisted cycles, and Vasel and
Schmitz [40] consider air conditioning using trans-
critical cycles.

In all of the given applications, the governing equa-
tions are adapted to the specifics of the underlying
flow phenomena. With the exception of López [5],
the assumptions are identical for all applications re-
ported in literature. The corresponding flow, which
allows to make these assumptions, is called a low-
speed compressible flow herein. All authors referenced
in the first paragraph assume that the flow is incom-
pressible with respect to the flow phenomena, as it is
low-speed. Density variation is only encountered due
to heat transfer and in lumped parameter components
such as compressors. Density variation due to flow
phenomena is neglected, i.e., the Mach number is typ-
ically below 0.3.

In particular, an analysis of model code revealed
that the difference between static and total pressure is
neglected as the dynamic pressure is considered small
and not of interest. For the given applications in power
plants or vapor compression cycle refrigeration sys-
tems this is reasonable. Only in special devices, which
involve large variations in flow cross-section such as
adapters between different pipe diameters or nozzles,
total pressure is of interest. Total or stagnation en-
thalpy is often treated similarly; the kinetic term v2/2
is neglected. A typical argument is that the order of
magnitude of change in specific enthalpy due to heat
transfer is larger than that of such kinetic terms.

If kinetic terms in pressure and specific enthalpy
are not neglected for such applications and the com-
mon assumption of a steady-state momentum balance
is made then coupled nonlinear algebraic equation sys-
tems arise for density, which is required to establish
flow velocity. These coupled equation systems deteri-
orate simulation performance.

Certain applications involve a different type of flow,
which is called high-speed compressible flow herein.
Kinetic terms and dynamic pressure may not be ne-
glected and have to be included in compressible for-
mulations. Density variation is also encountered with
respect to flow phenomena, in particular dynamic con-
servation of momentum is relevant and also shock
waves may be part of the solution. The Mach num-
ber may be > 0.3 (including the supersonic regime).
The term “gas dynamics” refers to the same type of
flow.

The key theoretical area to enable applications
involving high-speed compressible flow is the dis-
cretization method for the governing equations. The
foundations of numerical solution methods in thermo-
fluid dynamics are well understood. However, in the
framework of equation-based, object-oriented model-
ing languages, only methods suitable for low-speed
compressible flow have been applied. The clas-
sic finite volume method has been studied in par-
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ticular by Tummescheit [35]. Moving boundary
methods have been applied by Jensen [14, 15] and
Tummescheit [35]. Casella [4] proposed a mean den-
sity discretization, which is non-conservative but re-
sults in continuous and continuously differentiable
thermodynamic properties at phase boundaries of two-
phase flow. Prölß and Schmitz [22] discretized the
governing equations for frost formation on heat ex-
changer surfaces.

López [5] proposed an approach to model and simu-
late gas dynamics. Due to robustness issues, which are
certainly linked to deficiencies in the connector defini-
tion used in [5] (c.f. reference [7]), the approach did
not become widely supported. In an attempt to finally
extend the applicability of Modelica also to high-speed
compressible flow and gas dynamics, this paper and
reference [29] contribute to the state of the art in the
following areas.

• Relevant concepts of the theory in numerical so-
lution methods for high-speed compressible flow
are reviewed and translated from the algorithmic
perspective taken in literature to the acausal con-
cepts of equation-based, object-oriented model-
ing languages.

• The elements of discretization schemes are de-
composed in an object-oriented fashion and im-
plemented in a generic library. Object-oriented
concepts are exploited for increased flexibility
such as parametric polymorphism for exchange-
able thermodynamic property models.

2 The governing equations in com-
pact flux form

To address high-speed compressible flow, a compact
flux formulation as described by Toro [34] is consid-
ered. It is posed using conserved variables u and flux
f .

ut(x, t)+ f (u(x, t))x = s(u(x, t)) (1)

u(x, t) =

 ρ

ρv
ρu0

 (2)

f (u(x, t)) =

 ρv
ρv2 + p

v(ρu0 + p)

 (3)

If the cross-sectional area A is supposed to vary
smoothly with time and position, then the following

source term including heat transfer and viscous wall
friction can be used [34].

s(u(x, t)) =

 0
∆p f r

ρ q̇e

− 1
A

dA
dt

 ρ

ρv
ρu0 + p

 (4)

3 Conservative methods

An approach to discretize the governing equations of
thermo-fluid dynamics is now introduced based on
Toro [34]. It is formulated in conserved variables and
therefore called a conservative method.

The use of conservative methods is motivated by
the presence of discontinuities such as shock waves in
the solution of certain problems such as gas dynamics.
Hou and LeFloch [13] have shown that formulations
based on variables other than the conserved ones fail
to correctly predict the solution at shock waves. They
result in wrong jump conditions and thus wrong shock
strength, speed, and location. The theorem of Lax and
Wendroff [17] in turn states that conservative meth-
ods, if convergent, do converge to the weak solution
of the conservation law. Consequently, conservative
methods are an obvious choice if shock waves are po-
tentially contained in the solution.

In this section, the compact formulation of the con-
servation laws introduced in equation (1) is used. The
vector of conserved quantities is denoted by u(x, t) =
(ρ,ρv,ρu0). In order to include weak solutions of (1),
an integral form of the equations is used, a finite vol-
ume method.

As done in several numerical methods, the prob-
lem domain is discretized on a suitable computational
mesh. The control volumes are defined based on a grid
of cell side coordinates on an interval [a,b]

a = x1/2 < x3/2 < .. . < xn−1/2 < xn+1/2 = b (5)

Based on it, cells, cell centers and cell sizes are defined
for i = 1,2, . . . ,n.

Ii =
[
xi−1/2,xi+1/2

]
xi =

1
2

(
xi−1/2 + xi+1/2

)
∆xi = xi+1/2− xi−1/2

(6)

In this notation, xi+1/2 is the coordinate of the right
side of a computational cell Ii with cell center xi. This
grid is colocated. Furthermore, the maximum cell size
is defined as follows.

∆x = max
16i6n

(∆xi) (7)
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The discretization scheme allows to deduce alge-
braic equations or differential algebraic equations that
properly approximate the governing equations. Note
that, in the context of Modelica, the goal is to deduce
differential algebraic equations and thus the equa-
tions have only to be discretized in space, not in time
(“semi-discretized”).

The set of cell centers, which is used in a discretiza-
tion scheme to deduce such equations for each cell, is
called the stencil. For the most simple schemes, the
stencil for cell Ii includes Ii itself and the cells to the
left and to the right,

S (i) = {Ii−1, Ii, Ii+1} (8)

Therefore, equation (1) is integrated over the inter-
val Ii to obtain

du(xi, t)
dt

=s(u(xi, t))− (9)

1
∆xi

(
f
(
u
(
xi+1/2, t

))
− f

(
u
(
xi−1/2, t

)))
Herein, a cell average is used

u(xi, t) =
1

∆xi

∫ xi+1/2

xi−1/2

u(ξ , t)dξ

Equation (9) is approximated by a semi-discretized
conservative scheme, which results in a differential al-
gebraic equation,

dui (t)
dt

= s(ui (t))−
1

∆xi

(
fi+1/2− fi−1/2

)
(10)

Herein, ui (t) is a numerical approximation of the exact
cell average u(xi, t), and fi±1/2 is a numerical flux, an
approximation of the physical flux f

(
u
(
xi±1/2, t

))
.

The remainder of this section is concerned with the
construction of numerical fluxes. All these fluxes con-
sist of a monotone flux and a reconstruction. Practi-
cally, a monotone flux is a flux free of spurious oscil-
lations. Due to Godunov’s Theorem such linear fluxes
are however first-order accurate only. Therefore, these
monotone fluxes are often used together with recon-
structions in order to build higher-order schemes. The
reconstruction provides an approximation of the vec-
tor of conserved variables u (or any other variable of
interest) based on the cell averages. Its higher-order
accuracy yields, together with a first-order monotone
flux, higher-order numerical flux.

3.1 Monotone flux and first-order schemes

A monotone numerical flux is defined using a function
g,

fi+1/2 = g
(

u−i+1/2,u
+
i+1/2

)
(11)

Here, u−i+1/2 is in general an approximation of the vec-
tor of conserved variables at xi+1/2 in the left limit,
and u+i+1/2 in the right limit. Each monotone flux can
be used without reconstruction with the approximation
u−i+1/2 ≈ ui and u+i+1/2 ≈ ui+1. The results are first-
order schemes. Alternatively, any more sophisticated
approach may be used to reconstruct u±i+1/2.

In the following presentation of monotone fluxes,
qr will refer to the right limit q+i+1/2 of a quantity q.
Similarly, q−i+1/2 is abbreviated as ql .

Monotone fluxes are classified as either upwind
methods or central methods. Upwind methods dis-
cretize equations on a mesh according to the direction
of propagation of information on that mesh. Central
methods do not make a distinction based on the direc-
tion of information propagation. Within the upwind
methods, both Godunov-type methods and flux vector
splitting methods are presented based on [34].

3.1.1 Godunov-type Upwind Methods

These methods are also called flux difference splitting
methods or Riemann approach methods. In the general
case, u−i+1/2 6= u+i+1/2, i.e., at position xi+1/2 a disconti-
nuity is present. The original Godunov monotone flux
therefore interpreted this as Riemann problem and pro-
vided the conserved variables at xi+1/2, ui+1/2. This is
the state that will be present instantly at this position
and will remain constant over a time step. Then, the
flux can be evaluated at this position, f

(
ui+1/2

)
. The

result is the Godunov monotone flux.
As the Godunov monotone flux uses the exact so-

lution to the Riemann problem, the resulting method
is computationally relatively expensive and is rarely
used for practical computations. Godunov-type mono-
tone fluxes follow the approach of the Godunov mono-
tone flux but employ an approximate Riemann solver.
This reduces the computational expense significantly
and results in rather accurate monotone fluxes.

Roe’s Monotone Flux: This Godunov-type flux uses
one of the most well-known approximate Riemann
solvers. The approximate Riemann solver is due to
Roe [26] and works as follows. The original Rie-
mann problem is replaced by an approximate Rie-
mann problem, which is solved exactly. The ap-
proximate problem is based on linearized conservation
laws, ut +Alrux = 0.

The linearized problem has to be established for
each combination of governing equations (e.g., Euler
equations) and thermodynamic property model (e.g.,
ideal gas).
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Roe [26] established a methodology using averaged
values such that Alr

(
u+i+1/2−u−i+1/2

)
= Alr (u) fulfills

the given conditions. The vector u is the vector of Roe
average values. For the one-dimensional Euler equa-
tions and ideal gas, the Roe average values are as fol-
lows.

ρ =
ρr +ρl√
ρr +
√

ρl

v =
√

ρrvr +
√

ρlvl√
ρr +
√

ρl

h0 =

√
ρrh0,r +

√
ρlh0,l√

ρr +
√

ρl

and

c2 = (κ−1)
(

h0−
1
2

v2

)
Due to specific properties [26], the linearized sys-

tem can be transformed into a system of independent
transport equations. The data difference ∆u = ur− ul
is projected onto the right eigenvectors of Alr. This
establishes the wave strengths αi. Proper integral rela-
tions allow to establish the numerical flux as

gRoe (ul,ur) =
1
2
( fl + fr)−

1
2

3

∑
i=1

αi |λi|Ki

with eigenvalues λi and right eigenvectors Ki.
For the problem of interest, the wave strengths are

α1 =
1
2c

[∆m−∆ρ (v+ c)]− 1
2

α2

α2 =−
κ−1

c2

[
∆ρ
(
v2−h

)
− v∆m+∆ē

]
α3 = ∆ρ−α1−α2

Here, the data difference ∆m for example refers to
the difference in momentum.

HLLE Monotone Flux: The Harten, Lax and van
Leer [12] monotone flux simplifies the approximate
Riemann problem even further. It neglects the con-
tact surfaces and consequently assumes that between
the shock and the expansion fan only a single homo-
geneous state is present. For hyperbolic systems of
two equations this is correct, but for the Euler equa-
tions addressed herein this is a rough approximation.
Even if the resolution of contact surfaces is poor, this
monotone flux is still a robust and efficient one, whose
accuracy is, on global level, often sufficient.

An advantage of this flux is that it can be applied
easily to different thermodynamic property models.
The approximate Riemann solver of Roe for exam-
ple is not straight-forward to apply to several problems

such as ones involving real gas equations. It is there-
fore a relevant candidate for equation-based, object-
oriented modeling languages applications, as the spe-
cific thermodynamic property models are often fac-
tored out of the component models, in which the dis-
cretized Euler equations are implemented.

The scheme is implemented via an a-priori estima-
tion for the fastest signal speeds and its monotone flux
is defined as

gHLLE (ul,ur) =
c+r f (ul)− c−l f (ur)

c+r − c−l

+
c+r c−l

c+r − c−l
(ur−ul)

Here, the signal speeds are c+r = max(0,vr + cr,v+ c)
and c−l = min(0,vl− cl,v− c) respectively. In these
equations the Roe average velocity v and the Roe av-
erage speed of sound c have been used.

3.1.2 Flux Vector Splitting Upwind Methods

In Patankar [19] for instance, a simple first-order up-
wind scheme in primitive variables was introduced.
Based of the sign of a characteristic quantity (usually,
this is a velocity normal to the cell boundary), any vari-
able on the boundary was established to have either
the value from the left or the right side. In the con-
text of the present approach to conservative methods
and high-speed compressible flow, there is no simple
scheme of this type. This becomes obvious from the
hyperbolicity of the Jacobian ∂ f/∂u and its eigenval-
ues.

In general, the real part of the eigenvalues can have
any sign and a simple one-sided differencing scheme
will be appropriate only if the real parts of all eigen-
values have the same sign. The general system will
however have some eigenvalues with a positive real
part, and one side will be upwind for them, while the
others have a negative sign on the real part and conse-
quently the upwind side will be opposite for them. A
typical way to resolve this problem is to split such a
system into one with a positive real part of the eigen-
values and one with a negative real part and to treat
them separately. These are the flux vector splitting
methods discussed in this section.

The flux vector splitting approach is also called
Boltzmann approach and works as follows [34]. As
before, the Jacobian of the system of nonlinear hyper-
bolic conservation laws (1) is of interest.

A(u) =
∂ f (u)

∂u
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Due to hyperbolicity, it may be expressed as

A = KΛK−1 (12)

Here, Λ is the diagonal matrix of eigenvalues λi of A.
The matrix K is the matrix of right column eigenvec-
tors Ki. The flux vector splitting methods aim at split-
ting the flux f (u) into components f+(u) and f−(u)
based on the following equality.

f (u) = f+(u)+ f−(u)

Following the introduction of this section, the split
fluxes are established such that the eigenvalues ˆ

λ
+
i , ˆ

λ
−
i

of the Jacobian

Â+ =
∂ f+ (u)

∂u
,

Â− =
∂ f− (u)

∂u

fulfill Re
(

ˆ
λ
+
i

)
≥ 0 and Re

(
ˆ

λ
−
i

)
≤ 0.

The Steger-Warming Monotone Flux: In order to
establish such a splitting, the homogeneity property
of (1) may be exploited. If the system of hyperbolic
conservation laws fulfills this property, then

f (u) = A(u)u (13)

like in the linear constant coefficient case. The un-
steady Euler equations fulfill this property and conse-
quently the splitting may utilize the structure exposed
in (12), that is, the splitting may be applied to the di-
agonal matrix Λ. Steger and Warming [30] proposed a
splitting of the eigenvalues λi,

λi = λ
+
i +λ

−
i (14)

Here, λ
+
i ≥ 0 and λ

−
i ≤ 0. Consequently, Λ is split as

Λ = Λ
++Λ

− (15)

Λ± are the diagonal matrices of the split eigenvalues
λ
±
i . This leads directly to the splitting of A.

A = A++A− (16)

where A± = KΛ±K−1. If the property (13) is fulfilled,
one arrives at an expression for the flux splitting.

f (u) = f+(u)+ f−(u) (17)

Here, f±(u) = A±u.

The crucial question is how to choose λ
±
i in (14).

Steger and Warming [30] suggested to use to following
equations.

λ
+
i =

1
2
(λi + |λi|) = max(λi,0) (18)

λ
−
i =

1
2
(λi−|λi|) = min(λi,0) (19)

When exercising this approach, the following Steger-
Warming monotone flux is established.

gSW (u) = f+(u)+ f−(u)

with

f± (u) =
ρ

2κ λ
±
1 +2(κ−1)λ

±
2 +λ

±
3

(v− c)λ
±
1 +2(κ−1)vλ

±
2 +(v+ c)λ

±
3

(h− vc)λ
±
1 +(κ−1)v2λ

±
2 +(h+ vc)λ

±
3


The eigenvalues are given by (18) and (19). The re-
maining variables have to be evaluated according to
the definition of the flux, i.e., for f+(u) the values
from the left such as ρl , ul and for f−(u) the values
from the right such as ρr, ur.

3.1.3 Centered Methods

Schemes, whose support does not depend on the
sign of the characteristic speeds, are called centered
schemes.

The Rusanov Monotone Flux, a local Lax-
Friedrichs Flux: The Lax-Friedrichs flux is one of
the simplest and most approximate methods consid-
ered herein. It was originally developed in the con-
text of finite-difference methods and later applied to
the finite-volume context.

Similarly to the HLLE method, only an expansion
and a compression wave are considered. In the orig-
inal Lax-Friedrichs flux, the speed of each wave was
assumed to be such that it reached the cell boundaries
exactly within a time step ∆t. For uniform grids, each
wave of the global problem therefore had the same
speed, which is an even more approximate solution
than in the HLLE method. As, in the present context,
no fully explicit scheme is employed but the method
of lines, no time step ∆t is defined. For this reason
and to slightly improve accuracy, a local form of the
Lax-Friedrichs monotone flux, the Rusanov monotone
flux [27], is considered. In the Lax-Friedrichs flux,

gLF (ul,ur) =
1
2
( f (ur)+ f (ul))−

1
2

∆x
∆t

(ur−ul)
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the signal speed ∆x/∆t is replaced by λmax =
max((|v|+ c)l ,(|v|+ c)r). Then, the Rusanov mono-
tone flux is defined as follows.

gRus (ul,ur) =
1
2
( f (ur)+ f (ul))−

1
2

λmax (ur−ul)

First-Order Centered Monotone Flux: The First-
Order Centered Monotone flux (FORCE scheme) [33]
is obtained when replacing the random sampling of
Riemann problems in Random Choice Methods with
deterministic integral averages.

According to Toro [34], for fully explicit schemes,
the result is the arithmetic mean of the Lax-Friedrichs
and Richtmyer [25] fluxes. The Richtmyer flux is a
second-order scheme with constant coefficients and is
thus, according to Godunov’s classic theorem [9], not
monotone and results in spurious oscillations.

For the fully explicit version of the Richtmyer flux,
an intermediate state is first defined,

uRi =
1
2
(ul +ur)+

1
2

∆t
∆x

( f (ul)+ f (ur))

and then the flux is evaluated at it.

gRi (ul,ur) = f (uRi)

Then, the FORCE flux is the arithmetic mean of the
Lax-Friedrichs and Richtmyer fluxes [34]

gForce (ul,ur) =
1
2
(gLF (ul,ur)+gRi (ul,ur))

Again, the local version of the Lax-Friedrichs flux
(the Rusanov flux presented in previous section) and a
local version of the Richtmyer flux are used, is again
obtained by replacing ∆x/∆t with λmax.

After introducing some monotone numerical fluxes,
methods to obtain higher-order approximations of the
solution to (1) are considered.

3.2 Total Variation Diminishing schemes

Godunov’s theorem [9] was mentioned already. It
provides the theoretical foundation to the observation
that linear second-order schemes are more accurate
in smooth regions of a problem solution to (1) than
first-order schemes. Near strong gradients and shocks,
these methods produce spurious oscillations however.
Monotone methods however do not exhibit such spu-
rious oscillations. In case of linear schemes, their lim-
ited first-order accuracy is disadvantageous however.

One option to eliminate or reduce spurious oscilla-
tions for higher-order methods is to introduce artifi-
cial viscosity. This can be tuned such that it is large

enough to suppress oscillations in the neighborhood
of discontinuities and small elsewhere to maintain ac-
curacy. A disadvantage of this approach is however,
that the quantity of artificial viscosity is problem de-
pendent and therefore requires fine-tuning by the user.
This approach is not followed here and instead a less
empirical approach to introduce viscosity is adopted.

Therefore, in order to circumvent the limitations
formulated by Godunov’s theorem, schemes with vari-
able coefficients, i.e., nonlinear schemes, are consid-
ered. Such schemes can adapt themselves to the local
nature of the solution.

Harten [10] defined High-Resolution Methods as
numerical methods with the following properties.

1. Second or higher-order of accuracy in smooth
parts of the solution

2. The solution is free of spurious oscillations.

3. The resolution of discontinuities in the solution
is high, i.e., the number of cells containing the
numerical reproduction of the discontinuity is
smaller in comparison with that of first-order
monotone schemes.

A class of methods fulfilling these properties is that
of Total Variation Diminishing methods [10]. See this
reference for a definition of the total variation. For
brevity, only the case of a smooth function u(t), for
which the total variation is

TV (u) =
∫

∞

−∞

∣∣u′ (x)∣∣dx

and the case of a mesh function un = {un
i } are men-

tioned. For the latter, the total variation is defined as

TV (un) =
∞

∑
i=−∞

∣∣un
i+1−un

i

∣∣
Fundamental properties of the exact solution of the
conservation law (1) such as no creation of new local
extrema lead to the conclusion that the total variation
TV (u(t)) is a decreasing function of time [10]. Conse-
quently, Total Variation Diminishing methods mimic a
property of the exact solution.

For a general scalar conservation law, Harten [10]
provided a theorem on a sufficient condition for a par-
ticular class of nonlinear schemes with two coeffi-
cients to be Total Variation Diminishing (TVD). These
conditions are essentially four inequalities on these
two coefficients. As the coefficients may in general be
data dependent, Harten’s theorem provides a tool for
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the construction of nonlinear schemes that circumvent
Godunov’s theorem stated above.

The classic TVD approach to adaptively switch be-
tween the characteristics of a monotone first-order nu-
merical flux gLO and those of a higher-order constant
coefficient flux gHI is to make the following assump-
tion [32].

gTV D = gLO +ϕ
[
gHI−gLO]

Here, ϕ is a flux limiter function that implements the
adaptive algorithm. Analysis of Harten’s theorem led
to the identification of the Sweby TVD region [32].
In this region, various flux limiters have been defined
such as the well-known limiters Superbee, Minbee,
and Ultrabee.

In the following sections, this approach is not fol-
lowed directly. Instead of flux limiters, slope limiters
are used, which are analogous to the flux limiters.

For the reasons described in section 3.1.3, both an
upwind TVD and a central TVD method are consid-
ered.

3.2.1 A MUSCL Upstream TVD Scheme

Van Leer [37, 38, 39] introduced a higher-order
method along the concept of reconstruction mentioned
in the introduction of this paper. MUSCL stands for
Monotone Upstream-Centered Scheme for Conserva-
tion Laws.

The first-order schemes discussed so far use mono-
tone fluxes directly by assuming piecewise constant
data over the cells Ii, i.e., u−i+1/2≈ ui and u+i+1/2≈ ui+1.
In the simplest MUSCL scheme, piecewise linear lo-
cal reconstructions are used. The reconstruction has
to maintain the integral average, which is trivially ful-
filled for piecewise linear local reconstructions.

First, slope vectors ∆i±1/2 are defined as follows.

∆i−1/2 = ui−ui−1 (20)

∆i+1/2 = ui+1−ui (21)

Strictly speaking, these slopes are not slopes but differ-
ences of the vector of conserved quantities in adjacent
cells. The terminology used in literature is adopted
however and therefore ∆i±1/2 are called slope vectors.
In order to implement a TVD scheme, the approach of
limited slopes described by Quirk [23] is used.

∆̂i =



max[0,
min

(
β∆i−1/2,∆i+1/2

)
,

min
(
∆i−1/2,β∆i+1/2

)
] ∆i+1/2 > 0

min[0,
max

(
β∆i−1/2,∆i+1/2

)
,

max
(
∆i−1/2,β∆i+1/2

)
] ∆i+1/2 < 0

The value β = 1 does, in the scalar case, reproduce
the Minbee flux limiter, and β = 2 the Superbee flux
limiter.

Based on the piecewise linear local reconstruction,

ui (x, t) = ui (t)+
x− xi

∆xi
∆̂i

The values at the extreme points of the cell Ii are es-
tablished.

u+i−1/2 = ui−
1
2

_

∆i (22)

u−i+1/2 = ui +
1
2

_

∆i (23)

In order to finally obtain the second-order accurate
upstream flux, some first-order monotone upstream
flux is employed with the reconstructed values u−i+1/2,
u+i+1/2.

gTV Du
i+1/2 = gmu

i+1/2

(
u−i+1/2,u

+
i+1/2

)
Note that u−i+1/2 is obtained from a reconstruction in
cell Ii, and u+i+1/2 from a reconstruction in cell Ii+1.

3.2.2 A MUSCL Centered TVD Scheme

As mentioned before, also a second-order TVD cen-
tered scheme is introduced. It also follows the concept
of the MUSCL scheme but uses a first-order monotone
centered flux.

This approach is base on a slope limiter ξi, for which
the following equation holds.

∆̂i = ξi∆i

Here, the slope vector of the cells, ∆i, is used.

∆i =
1
2
(1+ω)∆i−1/2 +

1
2
(1−ω)∆i+1/2

This is a weighted average of the side slope vectors
∆i±1/2, see (20) and (21). The weighting parameter has
to fulfill ω ∈ [−1,1]. In computations conducted for
this paper, the value of ω = 0 was used. Additionally,
the ratio ri of the cell side slope vectors is introduced.

ri =
∆i−1/2

∆i+1/2

Then, a slope limiter analogous to the Superbee flux
limiter is [34]

ξsb (r) =


0 r 6 0
2r 0 6 r 6 1

2
1 1

2 6 r 6 1
min(r,ξr (r) ,2) r > 1
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A van Leer-type slope limiter is [34]

ξvl (r) =
{

0 r 6 0
min

( 2r
1+r ,ξr (r)

)
r > 0

A Minbee-type slope limiter is [34]

ξmb (r) =


0 r 6 0
r 0 6 r 6 1
min(1,ξr (r)) r > 1

Above, ξr(r), a TVD region limit that is defined as
follows, was used.

ξr (r) =
2

1−ω +(1+ω)r

As before, the conservative variable vector is ap-
proximated via the limited slope ∆̂i and equations (22)
and (23). Then, the second-order accurate centered
flux is obtained via a first-order monotone centered
flux with the reconstructed values u−i+1/2, u+i+1/2. For
this purpose, the FORCE flux can be used.

gTV Dc
i+1/2 = gForce

i+1/2

(
u−i+1/2,u

+
i+1/2

)
Note again that u−i+1/2 is obtained from a reconstruc-
tion in cell Ii, and u+i+1/2 from a reconstruction in cell
Ii+1.

3.3 Weighted Essentially Non-Oscillatory
schemes

One disadvantage of TVD schemes is that the accu-
racy near discontinuities is reduced. In the schemes
presented above, this was directly visible in the slope
for example. Also, the accuracy necessarily is reduced
to first-order near smooth extrema.

In this section, both Essentially Non-Oscillatory
and Weighted Essentially Non-Oscillatory schemes
are presented, which are self-similar (i.e., there is no
mesh size dependent parameter), uniformly high-order
accurate, yet essentially non-oscillatory for piecewise
smooth functions (i.e., the magnitude of the oscilla-
tions decays with order of accuracy of the scheme).
Piecewise smooth functions are smooth except at
finitely many isolated points. At these points, the func-
tion and its derivatives are assumed to have finite left
and right limits.

The key element of these schemes is the reconstruc-
tion. This is a specific interpolation technique, which
was developed for piecewise smooth functions. It
works by automatically choosing the locally smoothest

stencil, and by that avoiding crossing discontinuities in
the interpolation procedure as much as possible.

The Essentially Non-Oscillatory reconstruction al-
gorithm starts with a stencil containing one or two
cells only. It then adds either the cell to the right or
the one to the left of the stencil, depending on which
results in the less oscillatory interpolant.

Instead of choosing one of the candidate stencils
and discarding the others, Weighted Essentially Non-
Oscillatory reconstruction uses a convex combination
of the interpolant through all candidate stencils.

First, the given two reconstructions are presented
and then it is described how to establish a numerical
flux from the corresponding reconstructions. This sec-
tion is based on Shu [28].

3.3.1 Essentially Non-Oscillatory Reconstruction

Before describing the Essentially Non-Oscillatory
(ENO) reconstruction, an important detail of interpo-
lation methods used for reconstruction has to be ad-
dressed. In section 3.2 it was mentioned that linear in-
terpolation in the MUSCL scheme was uncritical with
respect to maintaining the proper cell average of the
interpolant. In the context of the present methods,
higher-order interpolation is considered and therefore
the interpolant must be established in a way that main-
tains the cell average.

Assume that some function, say, velocity, is con-
sidered. The cell averages vi of that function v(x) are
given on a grid. One is interested in a polynomial pi(x)
of degree k−1 for each cell Ii. This then forms a k-th
order approximation to v(x) in the cell Ii. The poly-
nomial shall be constructed such that its cell average
shall agree with that of the original function vi.

Assume that, additionally to the cell Ii and the order
of accuracy k, one is given a stencil S(i) of k consecu-
tive cells. The stencil is given via the left shift r, i.e.,
the stencil includes r cells to the left and s cells to the
right of Ii, with r+ s+1 = k.

S (i) = {Ii−r, . . . , Ii+s} (24)

In order to preserve the cell average, the interpolant
over the stencil is established via the primitive function
of v(x).

V (x) =
∫ x

−∞

v(ξ )dξ

Then, the interpolant can be established. In computa-
tional implementations, this interpolation step is usu-
ally accelerated via the computation of so-called re-
construction coefficients. This is possible, because one
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is usually not interested in the complete interpolant but
only in values of it at specific stations such as xi+1/2.
Due to the linearity of the mapping from the cell aver-
ages vi to the interpolated values, these reconstruction
coefficients depend on the left shift of the stencil r, the
order k, and the mesh spacing ∆xi, but not on the func-
tion v itself.

The actual ENO approximation is addressed next.
Here, an adaptive stencil is used. This means that the
left shift r is not constant. A left shift r that is constant
over the cells Ii would lead to a fixed stencil approxi-
mation (e.g., a central stencil) for which it was shown
that it leads to spurious oscillations if of order two or
higher with constant coefficients. In ENO approxima-
tion, the left shift is thus established for each cell Ii in
a way that avoids including a cell with a discontinuous
change in the stencil.

Harten et al. [11] showed that a robust criterion to
identify the stencil with the “smoother” interpolant is
to choose the one with the smaller absolute value of
the Newton divided difference.

Recall the definition of the Newton divided differ-
ences. For the primitive function V (x) the 0-th degree
divided difference is

V
[
xi−1/2

]
=V

(
xi−1/2

)
and the general j-th degree divided difference with j≥
1 is defined as

V
[
xi−1/2, . . . ,xi+ j−1/2

]
=

V
[
xi+1/2, . . . ,xi+ j−1/2

]
−V

[
xi−1/2, . . . ,xi+ j−3/2

]
xi+ j−1/2− xi−1/2

Similarly, the divided differences of the cell averages
are

v [xi] = vi

and in general

v [xi, . . . ,xi+ j] = (25)
v [xi+1, . . . ,xi+ j]− v [xi, . . . ,xi+ j−1]

xi+ j− xi

Note that the zeroth degree divided difference of vi is
identical to the first degree divided difference of V (x)
due to the definition of the primitive function.

V
[
xi−1/2,xi+1/2

]
=

V
(
xi+1/2

)
−V

(
xi−1/2

)
xi+1/2− xi−1/2

(26)

= vi

This equality allows to express the divided differences
of V (x) of degree j ≥ 1 by those of vi of degree j ≥ 0.

Taking the derivative of the k-th degree interpolation
polynomial P(x) to approximate V (x), one finds that
only divided difference of vi of degree j ≥ 1 are re-
quired to express p(x).

The ENO approximation thus identifies the
“smoothest” stencil in vi via a stencil of V (x), which
is labeled Ŝ(i). Notice that from the latter the cor-
responding stencil in vi can be identified via (26).
First, the divided differences of the primitive function
V (x) are computed using (26) and, for degrees j ≥ 2,
using (25). Then, the algorithm starts with a two point
stencil in V (x),

Ŝ2 (i) =
{

xi−1/2,xi+1/2
}

This stencil is then consecutively enlarged for l =
2, . . . ,k. From the preceding step the following sten-
cil is known

Ŝl (i) =
{

xi+1/2, . . . ,x j+l−1/2
}

and one of the neighboring points x j−1/2 and x j+l+1/2
is added to the stencil. If∣∣V [x j−1/2, . . . ,x j+l−1/2

]∣∣< ∣∣V [x j+1/2, . . . ,x j+l+1/2
]∣∣

then x j−1/2 is added to Ŝl(i) to obtain Ŝl+1(i). If the
inequality is not fulfilled, then x j+l+1/2 is added to the
stencil.

As soon as the stencil is completely established, La-
grange or Newton interpolation can be used to find the
interpolants. In computational implementations the re-
construction coefficients mentioned at the beginning
of this section are usually used instead. By the choice
of the stencil the left shift r is established. Then, the
proper reconstruction coefficients can be used to in-
stantly establish the interpolated values at the interface
locations.

Figure 1 illustrates the interpolants chosen by Es-
sentially Non-Oscillatory schemes. For the exam-
ple v = {10,10.4,10.25,10,3,2.5,2.25,2} and x =
{1,2,3,4,5,6,7,8} were assumed. First, consider the
resulting interpolant for cell 3. The scheme described
above starts the stencil with this cell and extends it
twice (i.e., order− 1 times) to the left or right. As
described, the schemes includes either neighbor point
that results in a smoother interpolant according to the
criterion of divided differences. For cell 3, the scheme
once selects a cell to the left and once a cell to the right
for inclusion in the stencil. For cell 4 in turn, including
the right cell (cell 5) would lead to rather large gradi-
ents in the interpolant each time. Therefore, the stencil
is extended twice to the left. The interpolant for cell 4
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Figure 1: Third-order ENO reconstruction

is therefore identical to that of cell 3. For cells 5 and
6, the stencil is only extended to points to the right for
similar reasons.

The left limit of v4+1/2 is established based on the
interpolant of cell 4, i.e., v−4+1/2 = 9.84. The right limit
is v+4+1/2 = 3.33.

3.3.2 Weighted Essentially Non-Oscillatory Re-
construction

ENO schemes are uniformly high-order accurate right
up to the discontinuity, which is achieved by adap-
tively switching the stencil used for interpolation.
However, certain properties leave room for improve-
ments [28]:

• The stencil may change near zeros of the solution
even by a round-off error perturbation.

• As the left shift of the stencil may change at
neighboring points, the resulting numerical flux
is not smooth.

• To the reconstruction scheme, 2k− 1 cells are
available. In the end, only k cells are used. This
results in k-th order accuracy when 2k− 1-th or-
der accuracy is theoretically possible in smooth
regions of the solution.

The idea of Weighted Essentially Non-Oscillatory
(WENO) reconstruction is to use a convex combina-
tion of the interpolants through several stencils. If,
however, a candidate stencil contains a discontinuity,
its weight shall be close to zero to mimic the success-
ful properties of ENO schemes.

For each cell Ii k candidate stencils are consequently
available.

Sr (i) = {xi−r, . . . ,xi−r+k−1}

with r = 0, . . . ,k− 1. Using the reconstruction coeffi-
cients, each stencil produces a different reconstruction
of vi+1/2, which is labeled v(r)i+1/2. A convex combina-
tion of these values is used to define the reconstruction
using the WENO method.

vi+1/2 =
k−1

∑
r=0

ωrv
(r)
i+1/2

For stability and consistency, ωr ≥ 0 and
k−1
∑

r=0
ωr = 1

need to be imposed. In smooth regions, these weights
should approximate optimal high-order weights to k−
1-th order, which would imply (2k−1)-th order of the
complete reconstruction scheme. The question is now
what these optimal weights are. In the general case,
this leads to an overdetermined system of equations,
which can be solved, e.g., by using a least-squares al-
gorithm. In the case of a uniform mesh, the equation
system becomes square and an explicit solution can be
computed. Jiang and Shu [16] gave optimal weights
dr for uniform grids and 1 ≤ k ≤ 3. Herein, k = 3 is
considered. For this value of k, the following optimal
weights have been established.

d0 =
3
10

, d1 =
3
5
, d2 =

1
10

Furthermore, Jiang and Shu [16] suggested the fol-
lowing form of the weights

ωr =
αr

k−1
∑

s=0
αs

High-Speed Compressible Flow and Gas Dynamics 

 

90 Proceedings of the 9th International Modelica Conference  DOI 
 September 3-5, 2012, Munich Germany 10.3384/ecp1207681 



for r = 0, . . . ,k−1. Coefficients αr in turn are defined
as follows

αr =
dr

(ε +βr)
2

Here, ε > 0 is introduced to avoid division by zero.
Following Jiang and Shu [16], ε = 10−6 was used in
computations. βr are called smooth indicators in the
given reference and have been defined as follows

βr =
k−1

∑
l=1

∫ xi+1/2

xi−1/2

∆x2l−1
(

∂ l pr (x)
∂xl

)2

dx

This is the sum of the squares of the scaled L2

norms for all derivatives of the interpolation polyno-
mial pr(x) over the interval

(
xi−1/2,xi+1/2

)
. For k = 3,

the result is a 2k−1 = 5-th order accurate reconstruc-
tion.

Figure 2 illustrates Weighted Essentially Non-
Oscillatory reconstruction on the same example as fig-
ure 1. The reconstruction of the left limit of v4+1/2
is considered, i.e., v−4+1/2. For this, the scheme uses
three stencils Sr(4) with increasing left-shift r. The in-
terpolants based on these stencils are illustrated in the
figure. Note the strong gradients in the interpolants us-
ing S0(4) and S1(4). This is also an illustration that the
stencil selection of the ENO scheme shown in figure 1
for cell 4 was reasonable.

The WENO scheme proceeds with the different re-
construction values v(0)4+1/2 to v(2)4+1/2, which are each
marked with a filled circle in figure 2. For this par-
ticular example, the scheme results in weights ω0 =
1.3 · 10−6, ω1 = 15.6 · 10−6, ω2 = 0.999983. This
means, that the interpolant with left-shift r = 2 domi-
nates and v−4+1/2 ≈ v(2)4+1/2.

3.3.3 ENO and WENO numerical fluxes

So far, two different algorithms for the reconstruc-
tion of piecewise smooth functions were introduced.
The question is now how to construct corresponding
higher-order numerical fluxes for the system of hyper-
bolic conservation laws (1) from these reconstructions.

Probably, the easiest way to do this is to apply the
reconstruction to each component of the vector of con-
served variables u separately and thus reconstruct the
left and right limit u±i+1/2 at the location xi+1/2. Then,
a monotone first-order flux can be used to establish
an essentially non-oscillating higher-order numerical
flux.

Shu [28] remarks that only low-order schemes are
highly sensitive to the choice of first-order monotone

flux. This sensitivity decreases with increasing or-
der of accuracy and therefore a simple Lax-Friedrichs
monotone flux is used in the given reference to con-
struct higher-order WENO numerical fluxes.

The given component-wise approach to construct
a numerical flux based on ENO and WENO recon-
structions is simple to implement. Also, the resulting
schemes work reasonably well for many applications,
in particular if the order of the scheme is not high.
Shu [28] mentions “second or sometimes third-order”.

If the order of the scheme is high or a more demand-
ing test problem shall be solved, the following charac-
teristic decomposition is much more robust and should
be implemented instead.

Recall the diagonal decomposition of the Jacobian
of the flux in section 3.1.2 on flux vector splitting, (12).
A change of variables v = K−1u leads to a decou-
pling of the system of conservation laws (1). Then,
the component-wise application of the ENO or WENO
reconstruction is fundamentally justified. The recon-
structed values v±i+1/2 are then transformed back into
the physical space of conserved variables,

u±i+1/2 = Kv±i+1/2

A remaining question is the choice of K, which de-
pends on u, K = K(u). For this purpose, the Roe av-
erages introduced in section 3.1.1 were used, as this
leads to advantageous properties such as the satisfac-
tion of the mean value theorem.

Based on the reconstructed left and right limit u±i+1/2
at the location xi+1/2, a monotone first-order flux is
used again to establish an essentially non-oscillating
higher-order numerical flux.

4 Object-oriented implementation

Two libraries for object-oriented modeling and simu-
lation of gas dynamics were developed for [29] and
this paper. Both were written in Modelica. The first
one is a library specific to ideal gases, which allows
several simplifications and results in little computa-
tional overhead. The second one is a gas dynam-
ics library for generic thermodynamic property mod-
els. These thermodynamic property models are im-
plemented according to the object-oriented interface
MODELICA.MEDIA [6]. This interface had to be ex-
tended with two additional methods to be suitable for
applications in gas dynamics. These and other imple-
mentation aspects are discussed in this section.
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Figure 2: Fifth-order WENO reconstruction

4.1 Ideal gas and generic thermodynamic
property models

A large fraction of the literature on discretization
methods using conservative methods considers ideal
gas equations of state only. Discretizations using real
gas1 equations of state in turn consider non-ideal me-
dia, too. Several articles make assumptions on the
structure of the real gas equations of state however
(e.g,. Liou et al. [18] assume a “general pressure func-
tion” but require that is be explicit in density, specific
internal energy, and mass fractions, and Gallouët et
al. [8] explicitly assume Tammann and van der Waals
equations of state).

In equation-based, object-oriented modeling and
simulation, one aims to encapsulate the equations of
state in separate classes and implement discretization
methods independently using a generic interface. As
the given real gas schemes require structural assump-
tions on the equations of state, too, a generic interface
had to be extended with several methods specific to
these structural assumptions. A clean separation be-
tween discretization scheme and equation of state ap-
pears to be difficult in this case.

A large fraction of the methods described in the pre-
vious section 3 are specific to ideal gases with con-
stant specific heat capacity cp. Specialized Riemann
solvers can be constructed easily for some of these
methods (such as the HLLE method described in sec-
tion 3.1.1). In the context of equation-based, object-
oriented modeling languages, such approximate Rie-
mann solvers had to be exchanged concurrently with
the equations of state. A more practical solution is the

1In this thesis, a real gas is one that is not both thermally and
calorically ideal.

use of centered schemes. These schemes are indepen-
dent of any Riemann solver and can thus be used with
any thermodynamic property model. As described in
section 3.1.3, the support of these schemes does not
depend on the sign of the characteristic speeds. While
the upwind schemes as discussed in sections 3.1.1
and 3.1.2 are more accurate in several cases than their
centered counterparts, they are usually more com-
plex and computationally expensive [34]. Therefore,
in the libraries described herein, monotone and TVD
centered schemes as well as schemes using higher-
order reconstruction with a centered scheme are im-
plemented for general thermodynamic property mod-
els and upwind methods are restricted to ideal gases.

4.2 Generic interface to thermodynamic
property computations

As described above, the object-oriented interface of
MODELICA.MEDIA [6] is used for thermodynamic
property computations. In order to be applicable to
gas dynamics, this interface has to be extended with
two additional methods.

The first extension is required for the conversion
of conserved variables to primitive variables. In the
gas dynamics library for generic equations of state the
primitive variables are velocity v and the thermody-
namic state record of the medium2. For the conver-
sion of the vector u as defined in equation (2) to the
primitive variables an additional setState function
is thus required. From u, density and specific inter-
nal energy can be established. Therefore, a function

2In place of the velocity the mass flow rate could have been
used, too. This selection is ambiguous and was eventually made
for similarity with conventional implementations of gas dynamics.

High-Speed Compressible Flow and Gas Dynamics 

 

92 Proceedings of the 9th International Modelica Conference  DOI 
 September 3-5, 2012, Munich Germany 10.3384/ecp1207681 



setState_duX is used.
The second extension is required for the conversion

of the classic primitive variables {ρ,v, p} to the ones
used in the object-oriented implementation for generic
thermodynamic property computations, the thermody-
namic state record and velocity. This is necessary in
case of a characteristic decomposition such as the one
discussed in section 3.3.3. For this purpose, a func-
tion setState_pdX is required. Note that this is only
required if a gas dynamics library for generic thermo-
dynamic property models shall also be used with ideal
gases.

4.3 Conservative and non-conservative for-
mulations

In order to obtain valid simulation results, the con-
served quantities in the governing equations and the
conservation statements they imply have to make
physical sense [34]. Formulations that are conser-
vative purely in a mathematical sense (i.e., formally,
they can be expressed as (1), but there is no corre-
sponding conservation law in physics) will, in case of
shock waves, result in wrong shock speeds and there-
fore wrong solutions [34].

In the context of equation-based, object-oriented
modeling languages, a simple solution is to explicitly
select the conserved variables themselves as state vari-
ables, i.e., u(x, t). This is done in the gas dynamics
library specific to ideal gases. For ideal gases that are
both thermally and calorically ideal (in particular, cp

is not a function of temperature), all intensive quan-
tities can be established in closed form based on any
two thermodynamic potentials. Therefore, no distinc-
tion between independent and dependent variables is
required for such media.

For generic thermodynamic property models this is
different. In general, such models are explicit in a
number of thermodynamic potentials only (e.g., pres-
sure and specific enthalpy). As long as the physical
flux is not changed, it is then possible to use the inde-
pendent variables of a thermodynamic property model
as state variables instead. This is the approach fol-
lowed in the gas dynamics library for generic thermo-
dynamic property models.

4.4 Inhomogeneous problems

In several references on computational methods for
gas dynamics, fully explicit conservative methods are
considered in contrast to (10). In the context of

equation-based, object-oriented modeling, it is nat-
ural however to use a semi-discretized formulation.
Furthermore, this has advantages for inhomogeneous
problems. No source term splitting schemes [31] are
required for the present approach. With the semi-
discretization (also called method of lines) both the
numeric fluxes and the source term are algebraic ex-
pressions and no further complications arise for inho-
mogeneous problems.

4.5 Library design

In this section, the design of the two gas dynamics li-
braries is sketched. The one considering generic ther-
modynamic property models is emphasized and some
remarks are made on the one specific to ideal gases.
For readability, the code illustrates single-substance
media only. Mass fractions of multiple-substance me-
dia can be covered analogously to the other primi-
tive variables, because they are similarly dominated by
convection.

The connector has to implement the stencil defined
in equation (8). Its length depends on the stencil length
required by the discretization scheme. If the stencil
for a flux computation has to include n cells, then at
least n/2 of these cells are inside the domain modeled
by the respective component and need not be accessed
via the connector. This implies that at most n/2 cells
of the stencil have to be provided by the connector.
Therefore, the connector definition given in listing 1 is
used.

Note the replaceable discretization package
(“Discretization”) in the connector definition in
addition to the replaceable package containing the
thermodynamic property model (“Medium”). A vector
of thermodynamic states and one of velocities of
the given length are defined twice. Different causal
prefixes are used to handle how one component “pre-
scribes” and “reads” which variables3. The library
considering ideal gases only uses density and pressure
vectors in place of the thermodynamic state.

Additionally, information about the computational
mesh has to be included in the connector. In the pro-
posed connector definition, the coordinates of the sides
of the cells are used. They are defined in a local coor-
dinate system, whose origin is set to the side shared by
two components connected together. The coordinate
of this shared side can thus be omitted and the same
number of side coordinates and cell center variables on

3The causal prefixes are used in the acausal modeling language
just to define a nominal causality, not an actual one.
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1 connector Stencil_a
2 "Interface for quasi one-dimensional high-speed flow"
3
4 replaceable package Medium =
5 Modelica.Media.Interfaces.PartialMedium "Medium model";
6
7 replaceable package Discretization =
8 GasDynamics.Discretizations.Partial.PartialDiscretization
9 "Discretization";

10
11 output Medium.ThermodynamicState
12 state_a[Discretization.halfStencilLength]
13 "Thermodynamic state stencil";
14 output SI.Velocity v_a[Discretization.halfStencilLength]
15 "Velocity stencil";
16 output SI.Length x_side_a[Discretization.halfStencilLength]
17 "Cell side coordinate";
18
19 input Medium.ThermodynamicState
20 state_b[Discretization.halfStencilLength]
21 "Thermodynamic state stencil";
22 input SI.Velocity v_b[Discretization.halfStencilLength]
23 "Velocity stencil";
24 input SI.Length x_side_b[Discretization.halfStencilLength]
25 "Cell side coordinate";
26 end Stencil_a;

Listing 1: Connector for high-speed compressible flow

the thermodynamic state and velocity is included. The
side coordinates for Stencil_a are defined strictly
positive; those for Stencil_b strictly negative.

Analogous to the Stencil_a connector definition
in listing 1, a connector Stencil_b is defined. It dif-
fers only in inverted causality prefixes (input instead
of output and vice versa).

The discretization package contains structural pa-
rameters including the stencil length, conversion func-
tions, an exchangeable thermodynamic properties
model, and flux functions. Its interface is defined in
listings 2 to 4.

The structural parameters of a Discretization are its
name, whether it uses equations applicable to ideal
gases, its order of accuracy, and the stencil length.

The conversion functions of a Discretization convert
the set of primitive variables (thermodynamic state
record and velocity) to the vector of conserved vari-
ables as defined in equation (2) and vice versa. Note
that these functions need not be replaceable, because
the implementations are generally valid. Note that in
the second conversion function in listing 3 one of the

additional functions mentioned in section 4.2 is used
(setState_duX()).

The key elements of a Discretization are the flux
functions. Their interfaces are described in listing 4.
For readability, interfaces are defined for both a mono-
tone first-order flux and the arbitrary-order numerical
flux. This allows to clearly separate the reconstruction
and the Riemann solver for instance. In models, only
the arbitrary-order numerical flux is used and therefore
the use of the monotone flux function is optional. The
monotone flux arguments are the left and right ther-
modynamic state and the flow velocities. It returns
the flux vector. The arbitrary-order flux function has a
stencil of thermodynamic states and of velocity as well
as the cell side coordinates as inputs and also returns
the flux vector. The Discretization package also con-
tains a replaceable package implementing thermody-
namic properties. This is not shown in listings 2 to 4.
Discretization packages were implemented using the
Local Lax-Friedrichs flux, Roe’s Riemann solver, the
HLLE Riemann solver, the Steger-Warming flux vec-
tor splitting, the First-Order Centered flux, the Muscl-
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1 partial package PartialDiscretization
2 "Interface for discretization in compact flux form"
3
4 // Description
5 constant String discretizationName =
6 "unusablePartialDiscretization"
7 "Name of the discretization";
8
9 // Type of discretization

10 constant Boolean idealGasOnly = false
11 " = true, if contains specifics of ideal gases";
12 constant Integer order(min=1) = 1
13 "Order of discretization method";
14
15 // Stencil definition
16 constant Integer halfStencilLength = 1
17 "Half of length of stencil for flux f_(i+1/2)";
18 final constant Integer stencilLength = 2*halfStencilLength
19 "Length of stencil for flux f_(i+1/2)";
20
21 // ...
22
23 end PartialDiscretization;

Listing 2: Discretization interface, structural parameters

Hancock TVD scheme with several limiters and mono-
tone fluxes both in upstream and in centered versions,
third- to ninth-order ENO schemes and several fifth-
order WENO schemes with and without characteristic
decomposition.

The implementation of a Discretization is illustrated
for a second-order Muscl-Hancock scheme with a Su-
perbee limiter and a Local Lax-Friedrichs flux in [29]
and omitted here due to space constraints.

4.6 Applications

Results of a Sod-type problem are shown in figure 3.
Here, the results of computations using the Local
Lax-Friedrichs scheme (a first-order monotone cen-
tered method) are compared to those using a fifth-
order WENO scheme (using Roe’s first-order mono-
tone flux and a characteristic decomposition). The fig-
ure illustrates the generally accepted result that proper
higher-order reconstructions lead to higher resolution
of shock waves, expansion fans, and contact discon-
tinuities [34]. That is, such phenomena are smeared
over fewer computational cells.

5 Conclusions

A conceptually meaningful structure for numerical gas
dynamics using Modelica was introduced. The re-
viewed discretization schemes were implemented in
the resulting framework and delivered robust and effi-
cient simulation of the corresponding thermo-fluid dy-
namics problems.
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