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Abstract

The physical modelling and simulation of systems
with inherent uncertainty still poses significant issues
when using Modelica and its tools. At present, both
language and tools are fundamentally deterministic
and offer limited support for handling uncertainty; this
limits the scope of using Modelica in certain domains,
e.g. feedback control systems. We propose a frame-
work for incorporating uncertainty in Modelica sim-
ulation and analysis tasks. We do this by coupling
a Modelica model with exogenous stochastic models.
Finally, we apply this approach to the domain of build-
ing modelling.

Keywords: simulation; stochastic modeling; energy
systems modeling

1 Introduction

Physical-model simulation using Modelica has tradi-
tionally been viewed as a deterministic problem, de-
spite major sources of uncertainty. This uncertainty
arises due to issues such as:

initial conditions incomplete input observations,
measurement error, shortcomings in the data
assimilation cycle, etc.

model accuracy and fidelity incomplete knowledge
of physical processes (e.g., inaccurate parameter-
izations of sub grid-scale processes). incomplete
and inaccurate numerical schemes,

At present, Modelica tools (e.g., Dymola) enable
variability of initial conditions by different instantia-
tions of model parameters ® or by assigning values
to internal model variables. However, this assignment
can be done only once for each simulation. For simu-
lations in which stochastic variables exist or there are
external processes providing data (e.g., sensor/actuator
data) to the model on a regular basis, the simulation
must be re-started for each new input. This limits the

scope of using Modelica for use with certain feedback
control systems (e.g., Model-Predictive control) or in
embedded systems.

Consider the case in which Modelica currently deals
with stochastic inputs, e.g., if we were to specify a
probability distribution (pdf) over ®. In this case,
Monte Carlo (MC) sampling can be used to define a
set of initial conditions for simulation. The drawback
to this approach is that, for a complex pdf, a large num-
ber of samples (and hence simulations) will be needed
in order to achieve a stochastically-sound set of simu-
lations.

Throughout this article we will use the domain of
energy modeling to explain our concepts. In particular,
we will focus on the modeling of buildings, for which
there exist several Modelica libraries, e.g., [13], for
generating models for large, complex systems.

Our objective is to define a stochastic state evolu-
tion approach that is computationally efficient and can
make use of existing Modelica deterministic simula-
tors. We propose a framework for incorporating un-
certainty in simulation and analysis tasks which use
Modelica models. Our contributions are as follows:

e We propose a framework for ensemble-based
stochastic optimisation, using Modelica as a de-
terministic modeling language and simulation
methodology.

e We apply this approach to the domain of renew-
able energy in terms of underfloor heating opti-
misation.

Our approach shows how one can extend the ex-
isting Modelica language and toolset for such tasks.
However, it also highlights deficiencies in Modelica
for stochastic representation, as well as deficiencies in
the Modelica tools to incorporate stochastic inference
within a simulation, as well as the inability to accept
exogenous inputs during a simulation.
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2 Related Work

This work aims to extend both Modelica and Building
Performance Simulation (BPS) with stochastic meth-
ods, and we discuss prior work in both areas.

Little work has focused on stochastic methods in
Modelica. Most recently, Bouskela et al. [1] have
described (a) methods for stochastic analysis and (b)
proposals for identifying stochastic Modelica vari-
ables and performing appropriate inference. [11] dis-
cusses how a Modelica model can be used as a simula-
tion model within computational design, such that the
probability of a feasible design is explictly computed.

In the area of BPS, Jacob et al. [9] integrate
Monte Carlo sampling within embedded optimization
for BPS. In particular, they use conditional probability
density functions for energy consumption and demand
to quantify the difference between a base case (of en-
ergy usage) with scenarios in the presence of uncer-
tainty.

[8] shows how uncertainty analysis can improve
BPS through a case study of an office building with
respect to various building performance parameters,
demonstrating the implications of uncertainty in re-
sults concerning energy consumption (annual heating
and cooling) and thermal comfort (weighted over- and
underheating hours).

One in-depth analysis of the impact of uncertainty in
BPS, covering notions of internal and external prob-
abilistic approaches to quantifying the overall effect
of parameter uncertainty in building simulations, has
been performed [12]. He quantifies the effects of un-
certainty in building simulation by considering the in-
ternal temperature, annual energy consumption and
peak loads. [3] study the potential impact of cli-
mate change on current building designs by examin-
ing future climates. They employ two methods, math-
ematical transformations of observed weather (mor-
phing), and synthetic weather generator, to generate
future weather files (on an hourly time scale) which
are representative of possible future climates. [10]
study how exogenous stochastic processes (e.g., me-
teorological events) influence building thermal pro-
cesses, and how endogenous (building-internal) pro-
cess knowledge (e.g., occupancy patterns ) can lead to
improved building operation.

3 Simulation Framework

We consider an optimisation framework in which our
task is to optimise an objective function _# subject to

a set of constraints over the model, y(®). For exam-
ple, we may want to define an optimal controller for
controlling the heating system in a building.

We assume that the model ®p that we are simulat-
ing requires a set of inputs generated by an exogenous
stochastic process ®¢. For example, in building en-
ergy simulation, a model ®p consists of the building
itself, e.g., the building envelope with internal zones,
climate control equipment such as HVAC and sen-
sors/actuators, etc.

We partition the variables in a Modelica model ®p
as ¥ = 7P U9, where #* denotes the endogenous
variables and #© denotes the exogenous variables.
Endogenous variables 7 do not depend (at least, not
directly) on any exogenous stochastic process: at each
simulation step, they are deterministically calculated
by the Modelica solver. By contrast, exogenous vari-
ables 7 depend directly on exogenous inputs, which
change over time due to the exogenous stochastic pro-
cess ®p. Therefore, the values of 7 must be updated
every time the stochastic process ®¢ produces new in-
puts.

For example, the exogenous variables might be
weather variables that provide a set of input condi-
tions for weather for a Modelica simulation of ®p. In
fact, the existing building library [13] has inputs for
up to 30 weather variables, such as temperature, wind-
speed, etc.

Figure 4 shows an example of a discrete-time sim-
ulation process with exogenous model inputs #/© at
each time step ¢. The exogenous model @ performs
inference independent of the Modelica simulation, and
provides an input for variables %, at each time step.
The Modelica simulation uses these inputs to conduct
its simulation. A key insight into this process is that
the Modelica model ®p must provide inputs of its en-
dogenous variables ¥;” to the simulation at time 7 + 1,
since the model would otherwise take (incorrect) de-
fault values for “//til.

Exogenous stochastic model
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Figure 1: Simple schematic of simulation process with
exogenous model inputs

We formalise this process as follows. We define our
simulation system as consisting of two models: (a) an
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exogenous (possibly stochastic) model & with vari-
ables a, of which a subset ¥ © are output variables; (b)
a deterministic (endogenous) model ®p with variable
set ¥ partitioned into input variables 7 © and internal
variables 7p, and parameters ® (which are constants
over a simulation).

3.1 Stochastic Model Analysis

We further assume an exogenous model & defined by
O = y() that generates the parameter assignment 6.
If & is stochastic, then we have Pr(®) = Pr(a), which
defines the joint distribution over .

We assume a two-step process for model analysis.
First, we perform exogenous analysis, which takes the
joint set of stochastic inputs ¢, and through Monte-
Carlo (MC) sampling, generates an ensemble of pre-
dictions for the parameter set «. Second, we run a
simulation for each element of the ensemble, generat-
ing an ensemble .7 of simulation outputs. Finally, we
perform some analysis of the ensemble . to compute
our objective.

3.2 Stochastic Simulation Process

[5] define a good probabilistic simulation/forecast as
the process of maximizing the accuracy of the predic-
tive distributions subject to calibration, where accu-
racy refers to the spread of the predictive distributions,
and is a property of the forecasts only. Calibration
is the statistical compatibility between the predictive
simulation output (or distributions for stochastic mod-
els) and the observations. This is a joint property of
the forecasts and the observations. We can jointly as-
sess calibration and accuracy by using proper scoring
rules, such as the logarithmic score or the continuous
ranked probability score [6].

For example, a proper scoring rule is a function
s(&,x) that assigns a numerical score to each pair
(£,x), where { is the predictive distribution and x is
the verifying observation.

3.3 Simulation Analysis

Given a set of n possible input streams to ®p, we run n
simulations. The key is to now use these n simulations
to solve our tasks in order to optimise 7.

Consider the case where we aim to compute an op-
timal control that optimises _¢#. Given the n simula-
tions, we want to compute a robust control u*.

Robust control methods are designed to function
properly (e.g., maintain stability) under the condition

that uncertain parameters or disturbances are within
some (typically compact) set. For example, this may
include the assumption of bounded modelling errors.
In contrast with adaptive control (which can adapt
to changes in environmental conditions or measure-
ments), robust control methods are static.

In our case, we assume that the MC sampling pro-
vides a statistically sound set of simulation conditions.
Given that, we can either optimise the worst-case out-
come, or optimise within the bounds to the input en-
semble.

4 Application Domain: Energy Mod-
eling

4.1 Building Simulation

For the analysis and prediction of the dynamic be-
havior of building performance indicators such as en-
ergy consumption and thermal comfort, building per-
formance simulation (BPS) is a key enabling technol-
ogy. Previous work has shown that the use of BPS
is mostly limited to building design and for checking
code compliance for the detailed design [8].

BPS makes a number of assumptions that violate re-
alistic building characteristics. For example, almost
all BPS model variables are assumed to be determinis-
tic, even though they are uncertain, due to uncertainty
in material characteristics and to external and inter-
nal condition changes over time. For example, a BPS
model contains a range of internal parameters that are
only known imprecisely, e.g., wall/ floor/ ceiling heat-
transfer parameters. In addition, this type of model
behaves differently based on the building occupancy
and usage, both of which change over time.

4.2 Incorporating Weather Forecasts

Today, the preferred method of probabilistic weather
prediction is based on ensembles of Numerical
Weather Prediction (NWP) forecasts. In this case,
each ensemble member is a single-valued, determin-
istic forecast from an NWP model, i.e., a simulation
of an NWP model. The forecasts differ from each
other with respect to the two major sources of uncer-
tainty: (1) initial conditions and/or (2) model formula-
tion. Figure 2 shows an example of an ensemble of 11
pressure predictions over time.

The ensemble of forecasts must be post-processed
in order to provide an interpretable, single forecast. In
other words, statistical post-processing aims to gener-

DOI
10.3384/ecp12076829

Proceedings of the 9™ International Modelica Conference
September 3-5, 2012, Munich, Germany

831



Stochastic Simulation and Inference using Modelica

100300

100200 <\

100100

100000

/ﬁ S

99900 — S =~
/

99800 /

99700

Pressure (Pa)

99600

99500

99400

Simulation time

Figure 2: Weather ensemble of 11 pressure predictions
over time

ate a calibrated, sharp predictive distribution from the
output of NWP ensembles. Two general approaches
to the statistical post-processing of forecast ensembles
have emerged, namely

e Bayesian model averaging (BMA) [7], where
each ensemble member is associated with a ker-
nel function, with a weight that reflects the mem-
ber’s relative accuracy.

e ensemble model output statistics (EMOS) [4]
or nonhomogeneous Gaussian regression (NGR),
which fits a single, parametric predictive PDF us-
ing summary statistics from the ensemble.

Consider an ensemble forecast, A,---,A,,, for sur-
face temperature, 7', at a given time and location.
BMA employs Gaussian kernels with a linearly bias-
corrected mean: the BMA predictive PDF is the Gaus-

sian mixture with mean ./ and variance o?.

p(T|A1, - Am) = Zwi«/‘/(ai+bi%‘,02)7
i=1

with the BMA weights wy,---,w,,, bias parameters
a, --,an, and by,---,b,, and a common spread pa-
rameter G2.

The major drawback to this current ensemble ap-
proach to physical simulation is that it only apples to
single variables, at single locations and single look-
ahead times. A key objective in this area is to compute
physically consistent probabilistic forecasts of spatio-
temporal simulation trajectories.

4.3 Example: Underfloor Heating Example

Consider the case where we can to compute a control
setting for the underfloor heating in a zone Z, where

we have uncertainty over the weather forecast and the
occupancy for the following day.

We apply our approach to the optimisation of under-
floor heating control. Our task is to compute the time
interval I during which we “charge" (or heat up) the
underfloor slab during the night, such that we jointly
maximise user comfort (U,) and minimise energy us-
age (U,) over the following day. Figure 3 depicts a
simple example of an underfloor heating system for a
house.

We can formulate this task by defining ¢ as the
weighted sum of user comfort and energy usage, with
corresponding weights w, and w,:

/ = wlUe + weU, (D

subject to
U > U, Ug>0 (2)
x(P) are satisfied 3)

Figure 3: Simple schematic of underfloor heating sys-
tem for a house

4.4 Underfloor Heating with Stochastic Fore-
casting

This section describes our underfloor heating model
that incorporates stochastic forecasts for weather and
occupancy. Figure 4 depicts the variation in tempera-
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Figure 4: Simulation process for under-floor heating
system. The red area shows the hours during which
the heating is on. The gray area shows the difference
between setpoint and room temperature during office
hours.

ture over a day, given that the underfloor heating sys-
tem is switched on for the period 3-8 am. In this exam-
ple the temperature set-point for the day is 18° Celsius,
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and our objective is to maintain this temperature as
closely as possible, in order to optimise the occupants’
comfort. The gray area between the actual temperature
during the day and the set-point is used to compute a
discomfort index, i.e., it is the area denoting the failure
to maintain the set-point.

We employ three different models for this applica-
tion:

e a stochastic model for weather variable predic-
tion;

e a stochastic model for occupancy prediction;

e a Modelica model for simulating the occupied
zone in a building with underfloor heating, given
as inputs the weather forecasts and the predicted
occupancy.

| Exogenous Analysis | Endogenous Analysis

Figure 5: Computational architecture for analysis of
underfloor heating system.

Figure 5 depicts our computational architecture,
showing the two phases of exogenous computation,
where we generate ensembles for weather and occu-
pancy forecasts, and endogenous computation, where
we create an ensemble of simulations based on the in-
put ensembles, and then compute the control output
u* that optimises our objective function ¢, given the
simulation ensembles.

5 Implementation

We have partially implemented the computational ar-
chitecture described in the previous section. In this
section we provide implementation details on our en-
ergy simulation model and its inputs, as well as how
we intend to use the model for computing an optimal
control action u*.

5.1 Room model

We model a room of one of the buildings on our uni-
versity campus. This room is an open-space office
with a maximum capacity of 12 occupants. The room
is equipped with typical office furniture (desks, com-
puters, printers, etc.). The only heating system is

under-floor heating. Additionally, the room has 8 win-
dows and 2 doors. The room is also equipped with
sensors that monitor temperature, presence, and lumi-
nance.

We model this room by using the Buildings library,
developed by Wetter et al. [13]. Figure 6 contains a
graphical representation of our model. The main com-
ponents are:

1. a room component, which extends Build-

ings.Rooms.MixedAir;
2. an external weather file;

3. heat gains based on occupancy and equipment in
the room;

4. an under-floor heating component.

Figure 6: Room model with under-floor heating

5.2 Weather forecast ensembles

Weather is one of the main inputs to our model.
Weather data can be either from the past (historical
weather records) or in the future (weather forecasts).
Since our objective is to implement a control frame-
work, we are interested in weather forecasts. In this
section we discuss how we obtain and process weather
forecasts.

As mentioned previously, probabilistic weather
forecasts are based on ensembles. These ensembles
are generated routinely by various data centers around
the world. In particular, we use weather forecasts
generated by the Global Ensemble Forecast System
(GEFS) model [2], which is developed and run by
the National Oceanic and Atmospheric Administration
(NOAA) in the United States.
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As the name suggests, the GEFS is a global model,
i.e. it produces forecasts for the whole planet. These
forecasts are available for download free-of-charge
from the NOAA file servers. The GEFS model pro-
duces forecasts up to 16 days in advance; however,
since the accuracy tends to degrade quickly, we con-
sider only the first 7 days of prediction. For these first
7 days, the model provides a spatial resolution of 1
degree latitude by 1 degree longitude, and a temporal
resolution of 6 hours. The GEFS produces 20 ensem-
ble members. Each member contains the trajectories
of various weather variables, e.g. temperature, humid-
ity, pressure, etc.

Our goal is to use these ensemble forecasts to gen-
erate probabilistic weather inputs for our model. In or-
der to accomplish this, after downloading the forecast
files, we need to carry out a series of steps:

1. forecasts must be spatially interpolated to the
point of interest;

2. forecasts must be temporally interpolated;

3. the weather variables that are relevant to our
model must be extracted from the forecasts; addi-
tionally, some weather variables required by the
model are not directly included in the forecasts
(e.g. direct and diffuse solar radiation), and there-
fore must be calculated from the information that
is available;

4. the extracted and calculated variables must be
statistically post-processed, in order to provide
probability distributions;

5. the probability distributions calculated above
must be sampled (e.g. by using Monte Carlo
methods) to provide weather scenarios;

6. finally, for each sampled scenario, a weather file
in the format required by the model must be pro-
duced.

We have developed software that performs the
above steps, with the exception of the statistical post-
processing. At the moment of this writing, instead of
generating probability distributions and then sampling
from those, we simply create 20 different weather files
for each of the 20 ensemble forecasts generated by the
GEFS; then, we provide these weather files as inputs
to our model. Figure 7 depicts the steps we have im-
plemented to provide weather input to our model.

Weather
variable
extraction /
calculation

Conversion to
Modelica
format

Global Ensemble

Forecast System Modelica model

FTP download Spalal]
temporal
interpolation

Figure 7: Steps to provide weather input to the room
model

5.3 Sensitivity Analysis

The Modelica Buildings library accepts weather files
specified as tables of n rows and 30 columns. Each
row contains weather conditions for a specific time
step, and each column contains the values of a weather
variable, specified as real numbers. However, each
weather variable has a different impact on the model
output (i.e., the room temperature): some variables af-
fect the room temperature more strongly than others;
some variables do not affect the room temperature at
all. Hence, it is important to precisely assess the im-
pact of each weather variable on the model output, so
that only relevant variables need to be extracted from
the forecasts.

In this context, we have performed sensitivity anal-
ysis on our model in the following way. First, we ran a
baseline simulation with a weather file containing his-
torical data. Then, we altered each weather variable
in the file by increasing and decreasing its values by
10%, 20% and 30%. Each variable was altered inde-
pendently of the others; i.e., when we altered one vari-
able, all other variables retained their original values.

For each weather variable, we generated 6 simu-
lations corresponding to the variations in the range
of {—30%,—20%,—10%,10%,20%,30%}. We mea-
sured the error between the baseline and each varia-
tion; the error was calculated as the integral of the dif-
ference of room temperature. The error provides an
indication of how much a variable affects the simula-
tion output, with higher error corresponding to higher
sensibility.

The results indicate that the model is most sensitive
to the following weather variables:

1. dry bulb temperature;

2. direct, diffuse and global solar radiation;
3. opaque sky cover;

4. wind speed and direction;

5. dew point.

Therefore, only these variables are extracted from the
GEFS weather forecasts and provided to the model.
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5.4 Simulation process

We use the model to address the task of optimal under-
floor heating control. Since under-floor heating is
a slow-response system, it is normally turned on at
night: it is at this time that the concrete slabs are
“charged” with heat, which will then be released in the
room over the following day. In this context, the out-
put of the control task is u*, i.e. the amount of hours
during which the under-floor heating will be turned on.

In order to calculate #* we simulate 9 different sce-
narios §,, where we vary the amount of under-floor
heating hours u from 0O to 8. For each S,, we calcu-
late ¢, = w.U.+w.U,. Finally, we calculate u* =
Uarg max{ Zu}. The value u* is then given as input to
a Building Management System (BMS) which opens
the under-floor heating valves for the required amount
of time.

This process is repeated every day, for instance at
10 pm. In other words, every 24 hours we run a new
series of simulations and we calculate a new control
action u* based on weather (and, potentially, occu-
pancy) forecasts for the day after. However, each time
we run a new series of simulations, we cannot reset the
model variables to pre-defined initial values. In fact, as
stated in section 3, the endogenous variables must be
initialized with the values of the previous simulation,
whereas the exogenous variables must be initialized
according to the external stochastic processes. Using
Dymola, this means that the dsin.zxt file (which pro-
vides initial values to variables) must contain the final
values of the simulation which generated u* 24 hours
before. This process is depicted in figure 8.

Ensemble of room
temperature
Weather trajectories
forecast ————»|

ensemble

Modelica
simulations
(Dymola)

Simulation post-

d —> u*
processing

dsfinal.txt

dsin.txt

Figure 8: Steps to compute u* every 24 hours. The
post-processing step contains the logic to calculate u*.
The file dsfinal.txt contains the final values of the pre-
vious simulation which generated u*.

5.5 Preliminary control results

In order to test our control approach, we first applied
it to historical weather data. Our goal here is to com-
pare our control strategy with a 5-hour fixed-schedule
strategy, in terms of user comfort and energy usage.
We use the simulation process described in the previ-

ous section; the only change is that we use historical
weather data instead of forecasts.

We use a set-point of 23 degrees Celsius for week
days, and 16 degrees Celsius for weekends. The fixed
schedule strategy operates the under-floor heating for 5
hours every night, between 3 am and 8 am. Moreover,
it does not differentiate between weekdays and week-
ends'. Our control strategy, instead, tries to minimize
the error between set-point and room temperature, and
thus will tend to turn off the under-floor heating during
weekends, when the set-point is lower.

Figure 9 shows the average room temperature ob-
tained with our control strategy (blue trajectory) and
the fixed schedule strategy (red trajectory). Although
there is some amount of error for both strategies, it is
clear that, on average, our control strategy performs
better, i.e. it is closer to the desired set-point. Possi-
ble ways to further improve our control strategy might
consist in (1) leaving the set-point unchanged over
weekends (thus avoiding the cooling down of build-
ing materials, at the expense of higher energy usage),
and (2) extending the possible number of under-floor
heating hours to 9 or 10 (at the moment we keep the
maximum number of hours to 8).

IMM A .mﬂ/lfu

IUV'U

MW

Figure 9: Comparison of average temperature ob-
tained with our control strategy (blue) and a 5-hour
fixed schedule strategy (red). The red line represents
the desired set-point. The horizontal axis represents
days and the vertical axis represents degrees Kelvin.

Figure 10 compares the energy usage of the two
strategies. It is apparent that, over the whole year, our
control strategy requires significantly less energy than
the fixed schedule strategy. This is mainly due to (1)
savings during weekends, and (2) savings during the
summer season, when the under-floor heating is not
needed. It is worth mentioning that, within the model,
the energy usage is calculted as the amount of energy
(in Joule) that is required to heat up the water which
will flow into the under-floor heating pipes.

Tt is worth noting that this control strategy was actually im-
plemented on the building on our university campus.
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Figure 10: Comparison of energy consumed by our
control strategy (blue) and a 5-hour fixed schedule
strategy (red). The horizontal axis represents days and
the vertical axis represents energy in Joule.

5.6 Adding stochastic inputs to the control
framework

The preliminary implementation discussed in the pre-
vious section did not include stochastic inputs. In fact,
both weather and occupancy are assumed to be deter-
ministic processes over a day. In this section, we dis-
cuss how we intend to extend this control framework
in order to include stochastic inputs.

As explained in section 3.1, given an exogenous
model &, with variables a, we first compute the joint
probability distribution Pr(a), and then we generate
an ensemble of predictions for o through Monte Carlo
sampling; the predictions will then used as exogenous
inputs to the Modelica model ®p.

In our application domain, the exogenous model ®(
is a combination of stochastic weather and occupancy.
Therefore, each prediction p for o will contain the
trajectories of weather variables, plus the number of
occupants in the room at each time ¢. In order to
use predictions p as exogenous inputs to our control
framework, we use algorithm 1. This algorithm com-
putes u* by searching through a search space com-
posed of 9 x n simulations, where n is the number of
predictions for & generated through Monte Carlo sam-
pling.

It is significant to note that the simulated room tem-
perature can change significantly on the basis of dif-
ferent predictions for ¢. Figure 11 shows an ensemble
of 5 room temperature trajectories, obtained with 5 dif-
ferent members of a weather forecast ensemble. Given
this significant variability, we believe that using a com-
bination of stochastic weather and occupancy predic-
tion could yield better results than using deterministic
forecasts.

Algorithm 1 Algorithm to compute a control action
based on an ensemble of exogenous predictions.
for u between 0 and 8 do

for each prediction p do
calculate error?
calculate energyl,
JU < weerrorl] +w.energyl]
end for
Ju =Yooy i
end for
return u* for which J,, is minimized

Figure 11: Ensemble of 5 room temperature trajecto-
ries, generated with 5 members of a weather forecast
ensemble. The horizontal axis contains hours and the
vertial axis contains degrees Kelvin.

6 Discussion

We have described an approach to extend Modelica
simulation with multiple ensembles generated by ex-
ogenous stochastic simulations. This approach cou-
ples a discrete-time stochastic simulation with a Mod-
elica simulation, in which the stochastic simulation
generates an input to the Modelica model for each
time step. Further, the system state from the Modelica
model for time ¢t must be used to initialise the model
at time ¢ + 1. This methodology can enable Modelica
to be used for optimisation, and for embedded control
and optimisation applications.

Although this approach works well for slower sys-
tems, for fast systems (where each time step is small)
the computational overhead of initialising a Modelica
simulation for each time step hinders real-time and
embedded applications. This exposes the limitation
of Modelica in two ways: (1) the lack of an in-built
stochastic modeling capability; and (2) the inability to
accept inputs (e.g., from sensors and actuators) during
a simulation. We argue that, in order to gain accep-
tance for real-world applications, Modelica must ex-
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tend its langauge and computational tools to incorpo-
rate methods for dealing with these two deficiencies.
Bouskela et al. [1] propose a language extension to
partially deal with the first deficiency, but further work
is necessary.
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